
E2GO : Free Your Hands for Smartphone Interaction
Dong Liang  

 
Nanjing University of Aeronautics and Astronautics https://orcid.org/0000-0003-2784-3449

Shaoming Yan 
Yuanliang Ju 

Shanghai Qi Zhi Institute
Rong Quan 

Nanjing University of Aeronautics and Astronautics
Huawei Tu 

Department of Computer Science and Information Technology, La Trobe University

Article

Keywords:

Posted Date: April 29th, 2024

DOI: https://doi.org/10.21203/rs.3.rs-3909704/v2

License:   This work is licensed under a Creative Commons Attribution 4.0 International License.  
Read Full License

Additional Declarations: The authors declare no competing interests.

https://doi.org/10.21203/rs.3.rs-3909704/v2
https://orcid.org/0000-0003-2784-3449
https://doi.org/10.21203/rs.3.rs-3909704/v2
https://creativecommons.org/licenses/by/4.0/


E
2
GO : Free Your Hands for Smartphone Interaction

Shaoming Yan1 Yuanliang Ju2 Rong Quan1 Huawei Tu3 Dong Liang1

1
College of Computer Science and Technology, Nanjing University of Aeronautics and Astronautics, Nanjing, China

2
Edward S. Rogers Sr. Department of Electrical & Computer Engineering, University of Toronto, Toronto, Canada

3
Department of Computer Science and Information Technology, La Trobe University, Melbourne, Australia

Abstract

Current eye-gaze interaction technologies for smart-

phones are considered inflexible, inaccurate, and power-

hungry. These methods typically rely on hand involve-

ment and accomplish partial interactions. In this paper, we

propose a novel eye-gaze smartphone interaction method

named Event-driven Eye-Gaze Operation (E2GO), which

can realize comprehensive interaction using only eyes and

gazes to cover various interaction types. Before the interac-

tion, an anti-jitter gaze estimation method was exploited to

stabilize human eye fixation and predict accurate and sta-

ble human gaze positions on smartphone screens to further

explore refined time-dependent eye-gaze interactions. We

also integrated an event-triggering mechanism in E2GO
to significantly decrease its power consumption to deploy

on smartphones. We have implemented the prototype of

E2GO on different brands of smartphones and conducted

a comprehensive user study to validate its efficacy, demon-

strating E2GO’s superior smartphone control capabilities

across various scenarios. Demo videos

1. Introduction

Smartphones have become indispensable to human life. Be-

sides the traditional finger touch interaction [1–4], a series

of novel interaction approaches have also been explored,

such as voice [5–7], gesture [8–11] and eye-gaze interac-

tion [12–16]. To control smartphones, eye-gaze interac-

tion involves utilizing eye and gaze information, such as

gaze positions, gaze gestures, dwell time, and eye blinks.

It allows users to navigate and operate their smartphones

seamlessly with only their eyes, frees up hands, and has the

potential to improve user experience. Hu et al. [17] con-

ducted a study on the effectiveness of gaze input, specifi-

cally dwell time and gaze combined with tapping, in nav-

igating touchscreen menus. Their findings showcased no-

table reductions in user effort. Moreover, eye-gaze smart-

phone interaction enables people with motor disabilities to

operate smartphones as the eye-machine interface, which

holds significant potential for promoting social civilization.

Extensive research has been conducted on eye-gaze

smartphone interactions [13, 18–27], most of which require

hand assistance to realize comprehensive gaze control oper-

ations. For example, Nagamatsu et al. [19] proposed a gaze

and touch interface that enables one-hand control of mobile

devices. Users can select an object on the screen by focus-

ing on it while simultaneously touching anywhere on the

screen. Rivu et al. [23] introduced GazeButton, which sup-

ports three different input modes based on gaze and finger

click. Users can choose an object by looking at it and tap-

ping on the GazeButton or select text by gazing over it while

holding the GazeButton. These methods can only achieve

partial control operations, which is far from practical eye-

gaze smartphone control. Kong et al. [13] proposed a smart-

phone interface driven by gaze and IMU (Inertial Measure-

ment Unit) named EyeMU. They designed seven hand mo-

tion gestures based on IMU’s output, paired with the users’

gazes to realize various smartphone operations and elimi-

nate the need for touch input. However, it still needs hand

involvement, making it impractical when both hands of the

users are occupied or for people with motor disabilities.

Unlike existing methods, we propose an eye-gaze smart-

phone interaction method named Event-driven Eye-Gaze-

Controlled Operation (E2GO) to realize comprehensive

smartphone control operations just with the users’ eyes and

gazes. E2GO first leverages the smartphone’s front camera

to capture images. Then it exploits face recognition [28] and

gazes estimation [29, 30] to capture users’ faces and calcu-

late the users’ gaze positions and eye blink situations, re-

spectively. We design four pairs of interactive actions based

on the users’ gaze positions, gaze gestures, dwell time, and

eye blinks. Based on the captured eye and gaze-related in-

formation and designed actions, E2GO determines the ac-

tion the user is performing and adaptively adjusts the in-

struction of the interaction.

The premise of eye-gaze smartphone interaction is gaze

estimation, i.e., estimating the users’ gaze positions on the

smartphone screen. Accurate gaze estimation is the basis

for capturing gaze-related information and determining the
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interactive action. However, our tests revealed a persis-

tent issue with existing smartphone gaze estimation meth-

ods [13, 31–34]: they consistently encounter the problem of

jitter. This issue arises from the relative movements of the

user and the devices, as well as the inherent irregular micro-

movements of the human eye when fixating on an object,

which always leads to inconstant shifts in the detected gaze

positions [35] and hampers the effectiveness of interaction.

This problem is not prominent during simple eye control in-

teractions. However, it limits the design of more complex

time-dependent interactive actions; for example, staring for

a while represents a click action. We introduce an Anti-

Jitter Strategy (AJS) to stabilize gaze positions in E2GO.

AJS helps distinguish jitter from typical gaze shift by eval-

uating the fine-grained distance between the gaze positions

of successive frames.

Presumably, once activated, if E2GO continuously exe-

cutes gaze estimation on every image frame, it would bring

colossal energy consumption to smartphones. Therefore,

we tend to use the event-triggering mechanism to reduce

energy consumption, which only senses object movements.

We introduce a Motion Event Detector (MED) to monitor

the events between consecutive frames. Instead of perform-

ing gaze estimation for every captured image, we only per-

form gaze estimation when events between two successive

frames exceed a threshold during the interaction. Perform-

ing gaze estimation exclusively on frames with a substantial

number of events, the runtime of the E2GO can be signifi-

cantly extended, rendering it more energy-efficient.

We have prototyped E2GO and deployed it on three dif-

ferent brands of smartphones. Then, we conducted an in-

depth user study to evaluate its effectiveness in various as-

pects. The user study shows that E2GO achieves accurate

and efficient eye-gaze smartphone interactions in multiple

conditions. In summary, this study has the following con-

tributions:

• We propose an eye-gaze smartphone interaction method

E2GO that supports users to perform complex interaction

tasks with the help of four pairs of interactive actions.

• We introduced an Anti-Jitter Strategy (AJS) for E2GO to

ensure accurate and stable gaze positions on a screen.

• We introduced a Motion Event Detector (MED) for

E2GO to decrease energy consumption significantly.

• The user study results demonstrated that our proposed

E2GO can realize accurate eye-gaze smartphone control

in various situations.

2. Related Works

2.1. Gaze Interaction Techniques

Researchers have developed various methods to enable

users to interact with computer systems using their gaze.

These techniques include gaze-based pointing, text entry,

and object manipulation. For example, dwell-time-based

selection and gaze gestures have been proposed for accurate

and efficient gaze-based pointing [36, 37]. In the realm of

gaze-based text entry, dwell-time-based virtual keyboards

and eye-typing techniques have been explored. Dwell-time-

based virtual keyboards present a grid of characters, and

users select a character by fixating on it for a certain period.

This method enables text input solely through gaze and has

been studied extensively to enhance typing speed and ac-

curacy [38–40]. Eye typing techniques leverage predictive

algorithms and eye tracking to facilitate faster text entry by

inferring intended words or phrases from the user’s gaze

patterns. Gaze-based object manipulation techniques have

also been investigated for tasks such as selecting, manipu-

lating, and resizing virtual objects. By tracking the user’s

gaze, these techniques enable users to interact with virtual

objects in three-dimensional space. For instance, users can

select objects by directly fixating on them or manipulate ob-

jects by gazing at specific control points or handles [41–43].

These techniques have applications in various domains, in-

cluding virtual reality and 3D modeling.

2.2. Gaze Estimation on Mobile Devices

Gaze estimation on mobile devices is much more challeng-

ing due to limited computational resources and constrained

hardware [44–46]. These methods often leverage machine

learning algorithms and utilize built-in sensors, such as

front-facing cameras and inertial sensors, to estimate the

user’s gaze direction [47]. Moreover, gaze estimation mod-

els have been proposed to provide superior accuracy in pre-

dicting gaze direction [29, 30]. These models use a con-

volutional neural network to learn complex patterns in eye

images to improve gaze estimation accuracy. Model com-

pression and efficient network architectures have been ex-

plored to reduce the computational requirements of deep

learning models, making them more suitable for deploy-

ment on mobile devices with limited resources [14]. In-

tegrating machine learning with mobile device sensors has

paved the way for new forms of interaction on smartphones

and other portable devices. Looking forward, we anticipate

that these advancements will continue to evolve, enabling

more robust and accurate gaze-based interaction in a wide

range of mobile contexts [48, 49].

2.3. Eyecontrolled Approach for Mobile Devices

Eye gaze interactions on mobile devices predate the advent

of smartphones and tablets equipped with front-facing cam-

eras. Drewes et al. [50] were pioneers in exploring eye-gaze

interaction for controlling mobile phone applications. They

experimented with two control schemes based on dwell-

time and gaze gestures, demonstrating the feasibility and

potential of eye-gaze interaction on mobile phones. Eye-

phone [51] introduced an approach to control mobile appli-
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cations by tracking users’ eye fixations on the screen and

their eye blinks. Nagamatsu et al. [19] proposed a gaze-

and-touch interaction interface, allowing users to select ob-

jects on a smartphone screen by fixating their eyes on the

target and touching them anywhere on the screen. Pfeuffer

et al. [52] study the integration of gaze and touch interac-

tion on tablets, finding that although users perform slightly

slower, they can achieve one-handed use with less physi-

cal effort. While these methods offered innovative ways

to interact with smartphones using eye gaze, they couldn’t

cover all smartphone operations effectively. Therefore, they

may not be practical for widespread deployment. In con-

trast, EyeMU [13] combined IMU-tracked motion gestures

with accurate gaze position estimation. This approach cov-

ered many smartphone operations, reducing the need for

constant thumb-tapping and swiping. However, it still re-

quired users to move their hands continuously, which could

be physically demanding and less accessible to individuals

with motor disabilities.

2.4. Event Cameras

Event cameras are a relatively new technology. Since the

seminal work [53], they have gained increasing interest due

to their appealing properties, which allow them to perform

well in challenging scenarios for standard cameras, such

as high speed, high dynamic range, and low power con-

sumption. See [54] for a recent survey. Typical scenar-

ios where event cameras offer advantages over other sens-

ing modalities include real-time interaction systems, such

as robotics or wearable electronics [55], where operation

under uncontrolled lighting conditions, latency, and power

are important [56]. Event cameras are used for object

tracking [57], surveillance and monitoring [58], and ob-

ject/gesture recognition [59, 60]. They are also profitable

for depth estimation [61], optical flow estimation [62], HDR

image reconstruction [63] and Simultaneous Localization

and Mapping (SLAM) [64]. Anastasios et al.[65] developed

a hybrid frame-event-based near-eye gaze tracking system

that boasts a remarkable data acquisition speed surpassing

10,000 Hz and achieves impressive accuracies ranging from

0.45° to 1.75° for fields of view spanning from 45° to 98°.

However, the system requires an event camera device as an

auxiliary tool, posing challenges for its application to mo-

bile devices for gaze interaction.

3. Method

Once triggered, E2GO exploits an Anti-Jitter Strategy

(AJS) to estimate both accurate and stable human gaze po-

sitions from the images captured by the front cameras of

the smartphones. Based on the gaze positions and the cur-

rent smartphone page, E2GO captures other necessary eye

and gaze-related information. According to the obtained

information, E2GO determines the interaction action the

user is performing and adjusts the smartphone page based

on the interaction action. We design four pairs of eye-gaze

intereaction actions for E2GO, enabling users to navigate

through various pages of their smartphones solely using

their eyes and gazes. It’s worth noting that during the execu-

tion of E2GO, we exploit a Motion Event Detector (MED)

to detect the number of events between two adjacent frames

continuously. Compared to performing gaze estimation for

each frame, the MED-based execution method of gaze esti-

mation is more power-efficient.

In the following, we will first introduce our AJS-based

gaze estimation. Next, we will take a closer look at the

four pairs of interaction actions and how they are per-

formed. Then, we will describe our MED-based power-

efficient means for E2GO.
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Figure 1. Detailed Illustration of AJS. Left: The gaze fixation is

a jitter and ignored. Right: the gaze fixation is real and kept.

3.1. AJSbased Gaze Estimation

When users are staring at a spot, their gaze position is

slightly shaken around that spot, mainly due to the micro-

saccades, micro-tremors, and imperceptible small head

movements [35]. The slight shake phenomenon is called the

jitter problem. The jitter problem also occurs in eye-gaze

smartphone interaction. It worsens when users interact with

their smartphones in a moving environment, disrupting the

eye-gaze interaction. Our work aims to address the jitter

problem in gaze estimation by proposing a method based

on anti-jitter strategy. Specifically, we introduce AJS into

EyeMU’s [66] gaze estimation method to construct an AJS-

based gaze estimation method. Next, we will introduce our

AJS-based gaze estimation process in detail.

Once triggered, E2GO employs the smartphone’s front-

facing camera to capture images at 30fps. For the captured

image at time t, we first use MediaPipe Face Mesh [28] for

face detection, creating a mesh with 468 3D face landmarks,

as illustrated in the Input Face Landmarks Image in Sup-

plementary Fig. S1. Based on the face landmarks, we first

calculate the user’s eye corner coordinates, face area size,

and head pose (pitch, yaw, and roll) and then segment out

both of the user’s eyes. As shown in Supplementary Fig. S1,
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the user’s eye corner coordinates, face area size, head pose,

and eye images are input into a deep neural network [66] to

primarily predict the user’s gaze position P̂t on the screen.

After obtaining the primary gaze position P̂t, we calcu-

late the distance D(P̂t, Pt−1) between P̂t and the previous

gaze position Pt−1. As shown in Fig. 1, if D(P̂t, Pt−1) is

lower than the certain threshold τ , then we treat P̂t as a jit-

ter and ignore it, making Pt−1 the finally predicted gaze

position of time t, i.e., Pt = Pt−1. On the contrary, if

D(P̂t, Pt−1) is larger than τ , then we consider P̂t as the

finally predicted gaze position of time t, i.e., Pt = P̂t.

By detecting and removing the jitters, the AJS-based

gaze estimation method only retains the natural gaze fixa-

tions and thus predicts both accurate and stable gaze po-

sitions on smartphone screens. Exploiting the AJS-based

gaze estimation method can block up the side effects of the

jitter problem on eye-gaze smartphone interaction well in

the gaze estimation stage. Based on this, E2GO can also

be used generally in moving environments, such as when

users walk, take buses, etc. We have evaluated the effects of

E2GO in static and moving situations in user study. The

user study results have demonstrated the effectiveness of

E2GO in both situations.

3.2. Eyerelated Information Collection

We design four pairs of interaction actions based on the

user’s eye and gaze-related information. After obtaining the

user’s gaze positions on the screen, we continue to detect

the state of the user’s eyes.

In Supplementary Fig. S1, the upper and lower eyelids’

coordinates from the face landmarks allow us to determine

whether the user’s eyes are open or closed. Specifically,

we define the highest and lowest coordinates on the vertical

axis of the left eyelid as P1 and P2, and those of the right

eyelid as P3 and P4, respectively. We define the left eye’s

height as Eyeleft = P1 − P2, and the right eye’s height as

Eyeright = P3 − P4.

Considering the different sizes of the users’ eyes and the

variations in the distance between users and screens, E2GO
employs a dynamic adaptive method to detect the opening

and closing state of users’ eyes. Taking the left eye as an ex-

ample, after continuously collecting 50 values of Eyeleft,
we take their average as the eye height when the user’s left

eye is open, denoted as Eyeopenleft . During the interaction,

if Eyeleft is smaller than 50% of Eyeopenleft , the left eye is

considered closed. On the other hand, if Eyeleft is larger

than 80% of Eyeopenleft , the left eye is considered open.

3.3. The Eyegaze Interaction Actions

As mentioned, we have studied the most prevalent infor-

mation display means of current mobile applications and

developed four pairs of eye-gaze interaction actions corre-

spondingly. These actions can substitute the users’ frequent

tapping and swiping operations when using smartphones.

In eye-tracking metrics, the number of fixation counts re-

flects the different areas on the screen that the user focuses

on, which helps to understand the user’s level of interest in

specific information [67]. Then, we classify the triggering

areas of interactive actions based on these counts, avoiding

high-frequency areas with fixed counts to protect the user’s

viewing experience. Fig. 2 illustrates the designed actions.

The first two actions are based on the users’ gaze positions

on the screens, the third and fourth actions are based on the

gaze positions and the dwell time, the fifth and sixth actions

are based on the users’ gaze positions and gaze gestures.

The last two actions are based on the users’ gaze positions

and eye blinks. Next, we will describe each action and how

it is detected in detail.

3.3.1 Gazing at the Screen to Swipe the Page

The most common way to display information on smart-

phones is to arrange content from top to bottom, and users

need to swipe up or down to see more content as they

browse these pages. In response to this situation, we di-

vided the screen into three parts from top to bottom: “Top”,

“Middle”, and “Bottom”. As illustrated in Fig. 2 (a)-(b),

when the users’ gaze falls on the “Bottom” (or “Top”) area,

E2GO automatically swipes the smartphone page up (or

down) to bring the content in the “Bottom” (or “Top”) area

to the “Middle” area. Then, the users browse the “Middle”

area for content they are interested in.

3.3.2 Staring at the Screen to Switch the Page

Sometimes, mobile applications display information from

left to right, as seen in various apps’ photo browsing func-

tions, and users need to swipe quickly to the left or right to

switch pages. For such situations, we divide the smartphone

screen into three areas from left to right with a ratio of 1:3:1,

and define the three areas as “Left”, “Middle”, and “Right”,

respectively. When the user’s gaze falls on the “Left” (or

“Right”) area for more than one second, E2GO automati-

cally switches to the “Left” (or “Right”) page.

As shown in Fig. 2 (c)-(d), when the user’s gaze falls on

the “Left” ( or “Right”) area, E2GO starts counting. If the

gaze position remains on the area for more than one second,

E2GO determines that the user is staring at the “Left” (or

“Right”) area and switches to the “Left” (or “Right”) page.

3.3.3 Swiftly Shifting Gaze within a Designated Area

to Switch Short Videos

Besides text and images, short videos have become another

prevalent smartphone content format, accessible through

apps like TikTok, YouTube, and Instagram. Users typically

swipe quickly up or down to switch between video pages
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Figure 2. The first and second rows show the actions and user tests corresponding to the E2GO. (a) Gazing at the “Bottom” area to

swipe the page up, (b) Gazing at the “Top” area to swipe the page down, (c) Staring at the “Left” area to switch to the left page, (d) Staring

at the “Right” area to switch to the right page, (e) Swiftly shifting gaze from 3⃝ to 1⃝ to switch to the next short video, (f) Swiftly shifting

gaze from 1⃝ to 3⃝ to switch to the previous short video, (g) Closing the right eye while keeping the left eye open to click the target, (h)

Closing the left eye while keeping the right eye open to returm. The eye blink images of (g) and (h) mean that executing these two actions

needs eye blinks. (i)-(p) correspond to the test results of the (a)-(h) action, respectively.

when watching them. In this case, we designed “swiftly

shifting gaze from ‘Bottom’ to ‘Up’” and “swiftly shifting

gaze from ‘Up’ to ‘Bottom’” actions for the users’ eyes to

replace their thumbs’ quick swiping up and down opera-

tions. As shown in Fig. 2 (e)-(f), we designated a 1/5 screen

width area on the right as the operation zone and divided it

equally into three areas: 1⃝, 2⃝, and 3⃝, from top to bottom.

For short video playback, E2GO detects the “swiftly

shifting gaze from ‘Bottom’ to ‘Up’” action as follows:

Once a user’s gaze falls on 3⃝, E2GO starts counting. If

the gaze transitions from 3⃝ to 1⃝ within the subsequent 60

frames, E2GO interprets this as the “swiftly shifting gaze

from ‘Bottom’ to ‘Up’” action. If the gaze position exits the

operation area within those 60 frames, E2GO thinks the ac-

tion detecting has failed and stops counting. The process for

detecting the “swiftly shifting gaze from ‘Up’ to ‘Bottom’”

action is analogous.

3.3.4 Blinking one eye to click or enter

We design “closing the right eye while keeping the left eye

open” and “closing the left eye while keeping the right eye

open” actions to replace the conventional thumb-tapping

operation. As depicted in Fig. 2 (g)-(h), when a user focuses

on a target on the screen and closes his right eye while keep-

ing his left eye open, E2GO enters the next page associated

with that target. On the contrary, if the user closes his left

eye and opens his right eye, E2GO will navigate back to

the previous page.

3.4. Motion Event Detector (MED)

Gaze estimation for the captured image requires face recog-

nition followed by the AJS-based method, consuming sig-

nificant power on smartphones. Besides, E2GO employs

the smartphone’s front-facing camera to capture images at

30fps. In this case, executing gaze estimation for each cap-

tured image will make E2GO a power-inefficient method.

Therefore, we utilize the principle of event camera to con-

trol the number of times the gaze estimation is executed

during the interaction to reduce the power consumption of

E2GO and make it more power–efficient.

Event cameras, also known as dynamic vision sen-

sors [53], differ from traditional frame-based cameras. In

a traditional camera, changes in all pixels are captured at
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exceeds the threshold θ, Gaze Estimation is invoked; T1: When

Event Percent is less than θ, the input image is recaptured.

regular intervals. In contrast, each pixel in the event camera

has an independent photoelectric sensing module and gener-

ates data only when the brightness changes. To be specific,

when the brightness at a pixel (x, y) changes, the camera

outputs one value E = (x, y, t, p), where t is the timestamp

of the event, and p can be either -1 or 1 [68], indicating a

decrease or increase in brightness.

Algorithm 1 Motion Event Detector

1: Input: User’s Image It, Previous grayscale ECt−1,

Threshold θ;

2: Default Setting: Calculate the number of pixels in an

image function Count;
3: ECt ← grayscale(It)
4: EIt ← Event Process(ECt, ECt−1)
5: EP← Count(EIt, event)/Count(ECt, all)
6: if EP > θ then

7: Invoke Gaze Estimation

8: else

9: E2GO.update frame(It+1)
10: end if

Inspired by the event camera, we propose a Motion

Event Detector (MED) to detect the number of “events”

of each captured image, i.e., each captured image’s change

compared with the previous frame. We perform gaze esti-

mation only when the number of “events” exceeds a certain

threshold. Specifically, we first convert the image captured

at time t into a grayscale image, denoted as ECt. Then, we

generate a pseudo Event Image (EIt) of time t by subtract-

ing ECt with the grayscale image ECt−1 at time t − 1, as

shown in Fig. 3.

After generating the pseudo-event image, we continue to

calculate the ratio of event pixels to the total pixels to get the

Event Percent (EP) and compare it to our predefined thresh-

old θ (which will be explained in the section 5.6). Gaze

estimation is performed if EP exceeds the threshold. Oth-

erwise, the image is recaptured. Algorithm 1 illustrates the

details of the MED.

4. Evaluation

4.1. Participants

We invited 20 participants to the user study comprising 5

females and 15 males. The participants ranged from 18

to 24 years old, averaging 21. All individuals were young

adults and predominantly university students. The partic-

ipants’ height ranged from 1.60 to 1.85 meters, averaging

1.73 meters. Four participants had some experience us-

ing eye-gaze-based technology, while the remaining partic-

ipants had no experience, with an average experience score

of 2.1 on a scale from 0 (no experience) to 5 (very experi-

enced). This ensures that our results are not biased by prior

familiarity with such technology. Participants reported that

they sometimes use their smartphones while walking, with

an average score of 3.1 on a scale from 0 (never) to 5 (al-

ways). This gave us insights into gaze interaction’s real-

world applicability and challenges in moving environments.

The experiment took approximately one hour per partici-

pant, and all participants were compensated for their time.

All participants provided explicit informed consent, allow-

ing their data to be used for research and publicly released

online. We implemented stringent data anonymization and

confidentiality measures to ensure the privacy and data se-

curity of the participants. This experiment received ethical

approval from our institution.

4.2. Experiment Design and Procedure

We developed and deployed our system using the MUI

front-end framework. Tensorflow.js facilitated the deploy-

ment of the model, while the software deployment was car-

ried out with Hbuilder X. Given JavaScript’s extensive com-

patibility with various operating systems, E2GO can theo-

retically function as an API, and be deployed on any oper-

ating system that supports JavaScript. We tested our system

on several Android-based smartphones, including Vivo X80

Pro, Xiaomi 9, Huawei P30, and the specific information

of these devices is shown in the Supplementary. The diver-

sity of devices bestowed our research project with greater

possibilities and flexibility, allowing us to conduct in-depth

testing and optimization of E2GO under various devices

and environments.

We experimented to investigate the effects of participants

interacting with E2GO. The study involved various situa-

tions, including static postures such as standing, sitting,

slouching, and lying, as well as moving gestures like walk-

ing and taking buses. To assess user performance with

E2GO, we employed the following metrics:

• Success Rate: Successful rate of actions in a given time.
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(a) Standing (b) Sitting (c) Slouching (d) Lying (e) Taking buses (f) Walking

Figure 4. Demonstration of participant postures. (a) Standing, (b) Sitting, (c) Slouching, (d) Lying, (e) Taking buses, and (f) Walking.
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Figure 5. The test results of E2GO in different postures. The bar chart represents the average success rate of the users, and the black

error lines represent the standard deviation of the user tests, respectively.

• Task Time: Time taken to complete the actions.

During the experimental setup stage, we prepared the

necessary devices for the participants and adjusted the pos-

ture to control the external variables of the experiment.

First, we explained the experiment’s tasks and operation

methods to the participants, i.e., what kind of interaction ac-

tions the users should execute to control each kind of smart-

phone page. We also provided demonstrations to ensure the

participants understood how to perform these interaction ac-

tions correctly. Next, we would ask them to execute these

actions in different postures, i.e., sitting, standing, slouch-

ing, and lying, as shown in Fig. 4. We would also adjust the

environmental conditions, such as the distance of the device

and the angle of the light, to simulate different usage sce-

narios. During the operation process, we would record the

operation results in detail, including the time they needed

to complete each action, whether they completed the action,

and whether there were any operation timeouts.

After the experiment, we conducted a survey using

the System Usability Scale (SUS) with the participants.

SUS was initially developed by Brooke in 1986 and con-

sists of 10 questions, including positive statements in odd-

numbered items and negative statements in even-numbered

items. Participants are required to rate each question af-

ter using the system. SUS is freely available and features

straightforward statements, requiring only participant rat-

ings, making implementation quick. Researchers have an-

alyzed SUS scores for a wide range of human-computer

interaction products, indicating that SUS is a robust and

versatile tool for usability assessment. Moreover, it can

Table 1. The detailed results of the Least Significant Difference

(LSD) test for the success rate of different postures. The F cal-

ibration was performed first to prove that there was a difference

between the different groups. The significance level for the mean

difference is 0.05.* represents a significant difference between the

two postures.

Posture (I) Posture (J)
Mean

Difference (I-J)
P-Value

95% Confidence

Interval of Diff.

Lower Upper

Sitting

Standing .10 .075 -.01 .21

Slouching .35 0∗ .24 .46

Lying .57 0∗ .46 .68

Walking .65 0∗ .54 .76

taking buses .21 0∗ .10 .32

Standing

Slouching .25 0∗ .14 .36

Lying .47 0∗ .36 .58

Walking .55 0∗ .44 .66

taking buses .11 .043∗ 0 .22

Slouching

Lying .22 0∗ .11 .33

Walking .30 0∗ .19 .41

taking buses -.14 .014∗ -.25 -.03

Lying
Walking .08 .148 -.03 .19

taking buses -.36 0∗ -.47 -.25

Walking taking buses -.44 0∗ -.55 -.33

achieve evaluation results quickly, even with limited sam-

ple sizes [69].

5. Results

5.1. The Interaction Actions Success Rates

In the study, participants performed four pairs of actions

under two environments: static and moving. Static postures
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included standing, sitting, slouching, and lying, while mov-

ing postures involved walking and taking buses. The ac-

tions performed included swipe down, swipe up, switch to

left, switch to right, switch to next, switch to previous, click,

and return. Each participant repeated each action five times

under these postures.

We plotted the average success rates of all actions per-

formed in six different postures and the standard deviation

of test results with black error lines, as shown in Fig. 5. Ad-

ditionally, we presented the detailed numerical results of the

experiments in the Supplementary Table S1.

• Different postures: Actions performed in standing and

sitting postures had higher success rates (≥ 85%) than

other postures, with smaller standard deviations. In

particular, “swipe down/up” and “switch to left/right”

achieved a success rate of 100% in standing and sit-

ting, demonstrating the effectiveness of our action design.

From the Least Significant Difference (LSD) results in

Table 1, there was no significant difference (p > 0.05)

between standing and sitting postures. This is because

both standing and sitting postures are commonly used

for viewing mobile phones, and users are not affected

by body or environmental movements in these postures,

thus enhancing the user experience. Upon observation, it

was noted that the success rates of actions in slouching,

lying, taking buses, and walking experienced a decline,

especially in lying and walking, where most actions had

success rates below 90%. We believed this was due to

the non-parallel alignment of the user’s facial and phone

planes in these postures. In these states, facial deforma-

tions occurred in the images captured by the camera, re-

sulting in changes in the facial information input to AJS-

based gaze estimation, further affecting the accuracy of

gaze position and the execution of interaction actions.

• Different actions: From the perspective of the average

success rates of different actions, “swipe down/up” and

“switch to left/right” maintained success rates of over

90% in various postures, significantly surpassing other

actions. Besides, the standard deviation of these two pairs

of actions was also significantly smaller than the remain-

ing. Table 2 also proved that there were no significant

differences among these four actions (p > 0.05). This

might be because these simple actions only require de-

tecting the user’s gaze position or dwell time. It was ev-

ident that “switch to next/previous” action differed sig-

nificantly (p < 0.05) from other actions, as they entailed

complex tracking of the user’s gaze transition path within

a specific range, with any deviation during execution po-

tentially resulting in action failure. Therefore, the average

success rates of these actions in all postures were much

lower than that of simple actions, especially in slouching,

lying, and walking, where the success rates were even be-

low 80%. In these postures, instability between the user’s

Table 2. The detailed results of the Least Significant Difference

(LSD) test for the success rate of different actions. The F cal-

ibration was performed first to prove that there was a difference

between the different groups. The significance level for the mean

difference is 0.05.* represents a significant difference between the

two actions.

Action (I) Action (J)
Mean

Diff. (I-J)
P-Value

95% Confidence

Interval of Diff.

Lower Upper

Swipe Down

Swipe Up -.05 .441 -.18 .08

Switch to Left -.06 .368 -.19 .07

Switch to Right -.03 .607 -.16 .09

Switch to Next .77 0∗ .65 .90

Switch to Previous .66 0∗ .53 .79

Click .51 0∗ .38 .64

Return .48 0∗ .35 .60

Swipe Up

Switch to Left -.01 .898 -.14 .12

Switch to Right .02 .797 -.11 .14

Switch to Next .82 0∗ .70 .95

Switch to Previous .71 0∗ .58 .84

Click .56 0∗ .43 .69

Return .53 0∗ .40 .65

Switch to Left

Switch to Right .03 .700 -.10 .15

Switch to Next .83 0∗ .71 .96

Switch to Previous .72 0∗ .59 .84

Click .57 0∗ .44 .69

Return .53 0∗ .41 .66

Switch to Right

Switch to Next .81 0∗ .68 .94

Switch to Previous .69 0∗ .56 .82

Click .54 0∗ .41 .67

Return .51 0∗ .38 .64

Switch to Next

Switch to Previous -.12 .072 -.24 .01

Click -.27 0∗ -.39 -.14

Return -.30 0∗ -.43 -.17

Switch to Previous
Click -.15 .021∗ -.28 -.02

Return -.18 .005∗ -.31 -.06

Click Return -.03 .607 -.16 .09

facial plane and the phone plane prevented the algorithm

from accurately capturing facial and eye information. The

standard deviation of the “blinking to click/return” ac-

tion was much higher than other actions. Upon inquiry,

we discovered that some users could not perform a sin-

gle blink, making it nearly impossible to trigger this ac-

tion during testing. For users who could perform a single

blink, the average success rate of this action was close to

that of “swipe down/up” action.

5.2. The Interaction Actions Task Times

Our experimental results indicated significant differences in

the task times of interaction actions across different pos-

tures, as shown in Fig. 6 and Supplementary Table S2.

Among all actions, “blinking to click/return” was the

quickest to complete, while “switch to next/previous” took

the longest time. Across different postures, actions were

fastest to complete in the sitting posture, while they were

relatively slower in walking. These differences in task times

might be attributed to various factors, including the com-

plexity of the action, cognitive load, attention allocation, ac-

curacy requirements of the action, and user experience and

proficiency. For instance, a relaxed posture like lying may

require more cognitive resources, leading to longer task

times. Similarly, the walking posture affected the smooth-
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Figure 6. Task times of E2GO across different postures. The bar chart represents the average task times, and the black error lines

represent the standard deviation of the tests.

Table 3. The mean success rate of the participant’s eye-gaze smartphone interaction tests in different scenarios.

Swipe Down Swipe Up Switch to Left Switch to Right Switch to Next Switch to Previous Click Return

No glasses 100% 100% 100% 100% 92% 93% 95% 95%

No glare 100% 100% 100% 100% 93% 94% 96% 94%

Mild glare 97% 98% 99% 98% 87% 86% 90% 87%

Severe glare 95% 96% 95% 94% 84% 83% 80% 81%

ness of interaction actions, particularly in the vertical direc-

tion, leading to longer times for “switch to next/previous”

action.

In conclusion, different postures significantly affects the

task time performance of interaction actions. Understand-

ing these differences is crucial for optimizing the design of

E2GO and improving user experience. Future research can

further explore the impact of these factors on the time per-

formance of eye-gaze smartphone interaction actions across

different postures.

5.3. The Impact of Eyeglasses Glare on E2GO

For participants wearing glasses, reflection on the glasses

may affect their visual perception and operation. We sim-

ulated the following four scenarios (no glasses, no glare,

mild glare, and severe glare) by adjusting the light inten-

sity and angle around the participant seated to represent the

conditions one might encounter when using E2GO. Sup-

plementary Fig. S2 illustrates the scenarios for these four

cases, while Table 3 displays the success rates for each ac-

tion under these scenarios.

From the test results, as the glare intensity increased,

there was a noticeable decrease in the success rates for each

action, particularly for the “switch to next”, “switch to pre-

vious”, “click”, and “return” actions. The success rates for

these actions decreased from 93%, 94%, 96% and 94% un-

der no glare to 84%, 83%, 80% and 81% under severe glare,

while the other four actions remained relatively stable.

Eyeglass glare introduces reflected light from the light

source into the eyes, disrupting the normal transmission of

light. This can result in visual blurring, flickering, or dis-

turbance, reducing the ability to discern details accurately.

Glare from eyeglasses reduces the contrast in a scene, mak-

ing object edges and details less clear, which makes it dif-

ficult for participants to accurately locate and manipulate

targets during visual operations such as “swipe up”, “swipe

down”, “switch to left” and “switch to right”. The reflected

light from eyeglass glare interferes with visual tasks by re-

flecting surrounding environmental light sources, including

indoor or outdoor sunlight. These reflections disrupt par-

ticipants’ focus on their intended targets, possibly causing

glare or discomfort to the eyes. Eyeglass glare requires ex-

tra eye effort to filter and adapt to this interference, leading

to eye fatigue and discomfort, reducing the ability to sustain

long-term focused attention. In summary, eyeglass glare

negatively affects visual perception and task performance

by causing visual interference, reducing contrast, creating

reflections, and contributing to eye fatigue.

5.4. The Optimal Distance for E2GO

We conducted a pilot study to analyze the E2GO at differ-

ent distances while participants were seated. Fig. 7 illus-

trates the success rates of each action at various distances

(30 cm, 50 cm, 70 cm, 90 cm). Based on the average suc-

cess rates and participant feedback, it was found that a dis-

tance of approximately 50 cm was optimal. Therefore, we

suggested that participants maintain this distance during the

formal experiment.
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Figure 7. Performance of E2GO across different distances.

Regarding E2GO at different distances, the greater dis-

tance requires users to exert more effort to focus accurately

on screen elements, potentially leading to eye fatigue and

reducing interaction accuracy. Furthermore, environmental

factors at different distances impact eye-gaze smartphone

interaction. At greater distances, there may be more in-

terference factors, such as variations in ambient lighting or

other visual distractions. These factors disrupt users’ gaze,

diminishing the quality and effectiveness of the interaction.

On the other hand, closer distances provide higher visual

accuracy, as users find it easier to focus on and track tar-

gets precisely, enhancing their interactions’ accuracy and

stability. Additionally, being closer allows for a broader vi-

sual perception, enabling users to better comprehend the el-

ements and layout on the screen, leading to more informed

decision-making and actions. However, it is essential to

note that when the distance is too close, there is lens dis-

tortion in the smartphone’s camera, leading to some degree

of facial deformation. This affects the input facial informa-

tion in gaze estimation, further influencing the accuracy of

the output gaze positions. Therefore, considering all these

factors, we determined that the optimal distance for our ex-

periment is 50 cm.

5.5. The Comparison of Page Settings

We conducted a pilot study to determine the division ra-

tio of the interface. For “swipe down/up” and “switch to

left/right”, we evaluated four division ratios: 1:1:1, 1:2:1,

1:3:1, and 1:4:1, as shown in Table 4. Supplementary

Fig. S3 shows the interface at different scales.

Table 4. The success rate when the page is divided differently.

The best results are in bold.

Swipe Down/Up Switch to Left/Right

1:1:1 99% 90%

1:2:1 95% 92%

1:3:1 92% 95%

1:4:1 90% 93%

Results showed that the page division ratio had a varying

degree of impact on different actions. A relatively balanced

page division ratio (1:1:1) performed the best in “swipe

down/up” actions. This is because a balanced ratio ensures

that users trigger the action more easily, making reading the

information in the middle section easier. On the other hand,

when the middle division area has a larger ratio (1:3:1),

the probability of users accidentally triggering “switch to

left/right” action while viewing page information is lower.

5.6. The PowerEfficient Ability of MED

As shown in Fig. 8 (b), we placed a red dot in the cen-

ter of the screen and asked the participants to stare at the

dot for three minutes. We calculated the offset based on

the predicted range of fluctuations in the gaze positions and

recorded the change in the battery life of the mobile devices

on a fully charged during testing.

According to the principles of MED, when the Event

Percent exceeded the threshold θ, E2GO would re-invoke

the AJS-based gaze estimation to predict. Therefore, we

evaluated the impact of different thresholds on gaze posi-

tion stability and the battery life of mobile devices. The

results are shown in Fig. 8 (a) and Table 5.

Table 5. Partial detailed results of the relationship between

Event Percent and Battery Life.

Event Percent(%) Battery Life (min)

0% 170

1% 185

5% 220

10% 280

15% 350
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Figure 8. Experiment of MED. (a) illustrating the change in bat-

tery life and gaze position offset for different Event Percent. (b)

depicting the testing method.

In our test results, we observed that when the threshold

was small, small differences in eye images between neigh-

boring frames also exceeded the threshold, leading to fre-

quent calls to the AJS-based gaze estimation. On the other
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Table 6. The System Usability Scale Content and Average Score.

Question No. Statement Average Score

1 I think that I would like to use this product frequently. 4.55

2 I found the product unnecessarily complex. 2

3 I thought the product was easy to use. 4.25

4 I think that I would need the support of a technical person to be able to use this product. 2

5 I found the various functions in the product were well integrated. 4.2

6 I thought there was too much inconsistency in this product. 1.65

7 I imagine that most people would learn to use this product very quickly. 4.45

8 I found the product very awkward to use. 1.6

9 I felt very confident using the product. 4.85

10 I needed to learn a lot of things before I could get going with this product. 1.55

hand, when the threshold was large, the Event Percent re-

mained below the threshold even if the eye image changed

significantly. In this case, the gaze estimation was rarely

called to re-predict the gaze position, adversely affecting

the user interaction experience.
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Figure 9. A comparison of the usage time for the battery life

with and without MED for E2GO.

It should be noted that the predicted gaze positions only

fluctuated within a small range since the user was constantly

looking at the red dot on the screen. However, when the

threshold was set too large, the offset of gaze position de-

creased dramatically. Under the circumstances, gaze esti-

mation only re-invoked when the user blinked causing a

large change in the eye image, resulting in the predicted

gaze positions remaining constant. While the battery life is

longer at larger thresholds, this will leave the model mostly

at rest and will not be invoked even when the user’s eyes

are changing normally, which is contrary to our original in-

tent. Therefore, we set the threshold θ to 10%. After that,

we tested the difference between with MED and without it,

as shown in Fig. 9. It is obvious that the runtime of E2GO
increases by about 50% with the help of MED.

5.7. Evaluation results of System Usability Scale

System Usability Scale (SUS) provides an overall usabil-

ity assessment metric consisting of 10 questions, with sub-

scales 4, 5, and 10 consisting of “Validity”, subscales 2, 3,

7, and 8 consisting of “Usability” and subscales 1, 6, and 9

consisting of “Satisfaction”. The scores of 1, 2, 3, 4, and

5 indicate that they strongly disagree, disagree, are neutral,

agree, and strongly agree, respectively. At the end of the ex-

periment, we surveyed the subjects on the system usability

scale, as shown in Table 6.

LOW HIGH

F D C B A

Acceptability

Ranges

Grade

Scale

Adjective

Ratings

0 10 20 30 40 50 60 70 80 90 100

Worst

Imaginable Poor OK Good Excellent

Best

Imaginable

Not Acceptable Marginal Acceptable

Figure 10. A comparison of mean System Usability Scale (SUS)

scores by quartile, adjective ratings, and the acceptability.

According to the SUS scoring rule, the score of the odd-

numbered items is subtracted by 1, and the score of the

even-numbered items is subtracted by 5. The sum of the

two scores is 2.5 times of the score of the SUS. The total

score of the SUS was calculated to be 83.8. According to

the SUS score evaluation system (shown in Figure. 10), if

the score exceeds 70, the system can be evaluated as high

acceptance range. It can be found that most of the partici-

pants are satisfied with E2GO.

6. Limitations and Future Work

Despite our best efforts to design and execute a comprehen-

sive experiment, some limitations should be acknowledged:

• Participant Variation: Even though we aimed to recruit

a diverse group of participants, there were inherent limita-

tions due to individual differences in factors such as phys-

ical abilities (e.g. the ability to perform distinct single eye

blinks), familiarity with eye-gaze interaction actions, and

personal preferences.

• Controlled Environment: While we adjusted the envi-

ronmental conditions to simulate different usage scenar-

ios, these conditions inevitably differed from the myriad

of real-life situations and environments in which users in-

teracted with their devices.
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• Limited Gestures and Postures: The gestures and pos-

tures included in our experiment represent a subset of all

possible gestures and postures. Other gestures and pos-

tures not explored in this study may yield different results.

• Experiment Duration: The experiments may not fully

capture the effects of prolonged usage and fatigue over

time.

While these limitations may impact the generalizability

of the findings, they provide valuable directions for future

research and offer insights that can inform the design and

evaluation of eye-gaze interfaces.

7. Conclusion

This paper introduces and validates the E2GO system, an

Event-Driven Eye-Gaze Operation framework designed to

facilitate hands-free smartphone interactions. E2GO ad-

dresses critical challenges associated with existing eye-gaze

interaction methods, such as the limited perceptual capabil-

ities of smartphone front cameras, the complexity of rela-

tive motion between the device and the user’s eyes, and the

constraints of smartphone computing and power resources.

By integrating a lightweight gaze estimation module with a

robust anti-shake, E2GO achieves reliable gaze estimation

even in less-than-ideal conditions. The system’s utilization

of event cameras not only optimizes operational efficiency

but also significantly reduces power consumption, which

is paramount for mobile devices. The tailored design of

E2GO, with its robust and distinguishable eye-gaze inter-

action actions, supports a variety of smartphone interfaces

and usage contexts. The extensive user study conducted has

demonstrated E2GO’s precise control capabilities, mark-

ing it as a promising step forward in the domain of eye-

gaze smartphone interactions. Future work may explore ad-

ditional gaze gestures, further optimizations for power ef-

ficiency, and broader applications across different devices

and user demographics.
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Supplementary Material

Supplementary Figures

• Figure S1: E2GO Gaze Estimation Pipeline.

• Figure S2: The different eye scenarios.

• Figure S3: Schematic diagram of page division ratios.

Supplementary Tables

• Table S1: Specific values of E2GO success rates in dif-

ferent postures.

• Table S2: Specific values of E2GO task times in differ-

ent postures.

Specific parameters of experimental devices

• Vivo X80 Pro:

a 6.78-inch screen, a Qualcomm Snapdragon 8Gen1 pro-

cessor, a 32MP front camera, 16GB of RAM, and a

4700mAh battery capacity.

• Xiaomi 9:

a 6.39-inch screen, a Qualcomm Snapdragon 855 proces-

sor, a 20MP front camera, 6GB of RAM, and a 3300mAh

battery capacity.

• Huawei P30:

a 6.1-inch screen, a HiSilicon Kirin 980 processor, a

32MP front camera, and 8GB RAM and a 3650mAh bat-

tery capacity.

More results

E2GO’s test and demo videos can be found at Github.
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Figure S1. E2GO Gaze Estimation Pipeline. The model inter-

cepts the binocular image from the input image, extracts the facial

feature information (head pose, face area, and eye corner coordi-

nates), and gets the user’s gaze position using the feature extrac-

tion and feature fusion modules.

(a) No glasses (b) No glare

(c) Mild glare (d) Severe glare

Figure S2. The different eye scenarios. (a) No glasses: Users test

without glasses. (b) No glare: Testing without glare by users wear-

ing glasses. (c) Testing with mild glare by users wearing glasses.

(d) Testing with severe glare by users wearing glasses.
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Figure S3. The schematic diagram of page division ratios. (a)-(d) Swipe up/down action page display: Top/Middle/Bottom (T/M/B)

from 1:1:1 to 1:4:1; (e)-(h) Switch to left/right action page display: Left/Middle/Right (L/M/R) from 1:1:1 to 1:4:1.

Table S1. Specific values of E2GO success rates in different postures.The data is expressed in the form of mean success rate (standard

deviation): it refers to the mean success rates of the actions in different postures and the standard deviations for the 20 testers.

Postures Sitting Standing Slouching Lying Walking taking buses

Swipe Down 100% (0.000) 100% (0.000) 98% (0.300) 91% (0.589) 89% (0.589) 99% (0.218)

Swipe Up 100% (0.000) 100% (0.000) 99% (0.218) 94% (0.557) 90% (0.592) 100% (0.000)

Switch to Left 100% (0.000) 100% (0.000) 99% (0.218) 95% (0.433) 92% (0.583) 98% (0.300)

Switch to Right 100% (0.000) 100% (0.000) 98% (0.300) 93% (0.477) 93% (0.477) 97% (0.357)

Switch to Next 92% (0.490) 89% (0.589) 77% (0.654) 70% (0.500) 68% (0.490) 88% (0.583)

Switch to Previous 95% (0.433) 90% (0.500) 78% (0.700) 73% (0.654) 75% (0.622) 87% (0.572)

Click 93% (0.477) 90% (0.671) 84% (0.600) 83% (0.654) 80% (0.632) 86% (0.714)

Return 94% (0.458) 89% (0.497) 85% (0.622) 84% (0.678) 83% (0.654) 85% (0.766)

Table S2. Specific values of E2GO task times in different postures. The data is expressed in the form of mean task time (standard

deviation): it refers to the mean task times(s) of the actions in different postures and the standard deviations for the 20 testers.

Postures Sitting Standing Slouching Lying Walking taking buses

Swipe Down 0.133 (0.222) 0.135 (0.021) 0.145 (0.020) 0.191 (0.029) 0.197 (0.027) 0.143 (0.018)

Swipe Up 0.139 (0.021) 0.139 (0.016) 0.149 (0.017) 0.161 (0.025) 0.170 (0.024) 0.144 (0.015)

Switch to Left 1.071 (0.027) 1.072 (0.029) 1.093 (0.037) 1.092 (0.039) 1.111 (0.034) 1.077 (0.028)

Switch to Right 1.058 (0.027) 1.066 (0.035) 1.094 (0.041) 1.094 (0.039) 1.118 (0.038) 1.076 (0.034)

Switch to Next 2.106 (0.400) 2.325 (0.274) 2.530 (0.199) 2.664 (0.151) 2.698 (0.155) 2.331 (0.265)

Switch to Previous 2.164 (0.415) 2.250 (0.307) 2.458 (0.237) 2.663 (0.148) 2.711 (0.152) 2.255 (0.299)

Click 0.134 (0.017) 0.186 (0.064) 0.207 (0.056) 0.258 (0.066) 0.262 (0.068) 0.187 (0.057)

Return 0.136 (0.016) 0.165 (0.043) 0.212 (0.035) 0.253 (0.047) 0.257 (0.047) 0.165 (0.043)
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